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- Algorithm $A$ solves decision problem $X$ in polynomial time if $A(s)$ executes at most $O(p(|s|))$ operations, for some polynomial $p()$.
- An algorithm $C(s, t)$, where $s$ and $t$ are strings, is a certifier for decision problem $X$ if for every $s$:
  - $s \in X$ if and only if there is some string $t_s$ such that $C(s, t_s)$ returns "yes".
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  - $C(s, t)$ runs in time $q(|s|)$ for some polynomial $q(x)$ ($C()$ is efficient).
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Surprisingly, *thousands* of problems have been shown to be NP-Complete
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A language $X$ over $\Sigma$ is just some $X \subseteq \Sigma^*$

So a decision problem $X$ is just a language over $\Sigma$

It doesn’t really matter which alphabet we choose

If $|\Sigma| = k$, any $\sigma \in \Sigma$ can be encoded with $c = \lceil \log k \rceil$ bits

So if $s \in \Sigma^*$ has length $n$, its bit-encoding has length $cn$ over $\{0, 1\}$

So alphabet choice impacts efficiency by only a constant factor
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Figure 8.4 A circuit with three inputs, two additional sources that have assigned truth values, and one output.
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Proof.

• Since $X \in \text{NP}$, $X$ has a poly-time certifier $C(s, t)$.
  
  A string $s$ is in $X$ if and only if some $t$ of length $p(|s|)$ makes $C(s, t)$ return "yes" (that is, 1).

• So view $C(s, t)$ as an algorithm that takes $|s|+p(|s|)$ bits and outputs 1 bit.
  
  $C(s, t)$ can be converted into a boolean circuit $C$ with $|s|$ fixed bits; other $p(|s|)$ bits represent $t$.

• $C$ is satisfiable if and only if there's some setting of $t$ bits that makes $C(s, t)$ true.

• Thus $X$ has been poly-time reduced to an instance of CIRCUITSAT.
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Definition
Let $\Phi$ be a CNF expression with at most 3 literals per clause. ATMOST3SAT is the problem of deciding whether $\Phi$ is satisfiable.

Theorem
ATMOST3SAT is NP-complete.

Proof.
Note that ATMOST3SAT is in NP. We show that CIRCUITSAT $\leq_p$ ATMOST3SAT.

- Let $C$ be a boolean circuit. We’ll build $\Phi_C$
Proof that \textit{CIRCUITSAT} \(\leq_p\) \textit{ATMOST3SAT}

\textit{Proof}.

\begin{itemize}
  \item For each fixed bit source \(v\), create clause \((v)\) if value is 1 and \((\overline{v})\) otherwise.
  \item For output bit (sink) \(v_{\text{final}}\), create clause \((v_{\text{final}})\) to force output bit to be 1.
  \item For each internal node \(v\),
    \begin{itemize}
      \item If \(v\) is a \(\neg\) gate from \(u\), create clauses \((v \lor u) \land (\overline{v} \lor \overline{u})\).
      \item If \(v\) is a \(\lor\) gate from \(u\) and \(w\), create clauses \((v \lor \overline{u}) \land (v \lor \overline{w}) \land (\overline{v} \lor u \lor w)\).
      \item If \(v\) is a \(\land\) gate from \(u\) and \(w\), create clauses \((\overline{v} \lor u) \land (\overline{v} \lor w) \land (v \lor \overline{u} \lor \overline{w})\).
    \end{itemize}
  \item If \(C\) is satisfiable, \(\Phi\) is satisfiable (induction on size of \(C\)).
  \item If \(\Phi\) is satisfiable, \((v_{\text{final}})\) has value 1, and all fixed source variables received their correct values, and all other source variables received values that make \(C\) produce 1.
\end{itemize}
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