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Let $G$ be a flow network, $f$ a flow on $G$ and $G_f$ the residual flow graph of $G$ and $f$

- If $G_f$ contains no flow-augmenting path, then there is a cut $[A, B]$ with $v(f) = \text{cap}(A, B)$.
- If there is a cut $[A, B]$ with $v(f) = \text{cap}(A, B)$ then $f$ is a maximum flow (and $[A, B]$ is a minimum capacity cut)
- If $f$ is a maximum flow, then $G_f$ has no flow-augmenting path.

Thus $f$ is a maximum flow if and only if $G_f$ has no flow-augmenting path if and only if $v(f) = \text{cap}[A, B]$ for some cut $[A, B]$. 
Some observations

- If capacities are integers and initial flow is 0, then all intermediate flows will be integer-valued.
- Thus there is always an integer-valued maximum flow.
- \( v(f) \) will increase by at least 1 with every augmentation.
- If \( C = \max(s,v) \in E \), then there are at most \( nC \) augmentations.
- Thus runtime is \( O(mnC) \).
- \( G_f \) can be constructed in \( O(m+n) \) time.
- A flow-augmenting path can be found in \( O(m+n) \) time.
- \( G_f \) can be updated in \( O(n) \) time.
- \( n \in O(m) \) if \( G \) is connected.
- Total space needed is \( O(m+n) \).
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• Ford-Fulkerson is \textit{pseudo-polynomial}, since \( C \) could be exponential in \( n \) and \( m \).
• There are simple pathological cases resulting in \( O(nC) \) augmentations
• Strategies for good augmenting paths
  • Look for path that maximizes bottleneck capacity
  • Look for path with large bottleneck capacity
  • Look for path with fewest edges
  • Do something other than finding augmenting paths
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Note: Every augmentation in $\Delta$-scaling phase increases flow by $\Delta$
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Lemma
If \( f^* \) is a maximum flow and \( f \) is the flow at the end of the \( \Delta \)-scaling phase, then \( v(f^*) - v(f) \leq m\Delta \).

Proof.
Let \( A \) be all vertices reachable from \( s \) in \( G_f(\Delta) \) at end of \( \Delta \)-scaling phase.

- \([A, B]\) is an \( s, t \)-cut of \( G \)
- For every \( e \in [A, B] \), \( c(e) - f(e) < \Delta \), so \( c(e) - \Delta < f(e) \)
- For every \( e \in [B, A] \), \( f(e) < \Delta \)
- Now calculate \( v(f) \) ...
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Lemma
Each $\Delta$-scaling phase performs at most $2m$ augmentations.

Proof.

- First phase: True: An edge leaving $s$ can be used in at most one augmentation
- Consider any other phase $\Delta$, and the previous $\Delta'$-phase ($\Delta' = 2\Delta$); let $f_p$ be the flow value at end of $\Delta'$-phase
  - At end of $\Delta'$-phase, $v(f^*) \leq v(f_p) + m\Delta'$
  - So $v(f^*) \leq v(f_p) + 2m\Delta$ at beginning of $\Delta$ phase
  - But each augmentation of $\Delta$-phase increases flow by at least $\Delta$
  - Thus there can be at most $2m$ such augmentations before the flow would exceed $v(f^*)$
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An \((S, T)\)-flow network is a directed graph \(G = (V, E)\) with edge capacities \(c(e) \geq 0\) where \(S, T\) are disjoint subsets of \(V\) in which each \(s \in S\) has in-degree 0 and each \(t \in T\) has out-degree 0.

An \((S, T)\) flow \(f\) on an \((S, T)\)-flow network assigns a flow \(0 \leq f(e) \leq c(e)\) to each edge such that for every \(v \notin S \cup T\), \(f^{in}(v) = f^{out}(v)\).

The value of an \((S, T)\) flow \(f\) is given by \(v(f) = \sum_{s \in S} f^{out}(s)\).
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An \((S, T)\)-cut on an \((S, T)\)-flow network is a partition of the vertices \((A, B)\) such that \(S \subseteq A\) and \(T \subseteq B\).

All of the facts established for single source/sink flows have obvious analogs for \((S, T)\)-flow networks. Here’s the trick to seeing this.

Given an \((S, T)\)-flow network \(G = (V, E)\), create a new flow network \(G' = (V', E')\) where

1. \(V' = V \cup \{s', t'\}\)
2. \(E' = E \cup \{(s', s) : s \in S\} \cup \{(t, t') : t \in T\}\)
3. For each \(s \in S\), \(\text{cap}(s', s) = 1 + \sum_{(s,u) \in E} \text{cap}(s, u)\)
   The "+1" ensures that residual capacity is always positive.
4. For each \(t \in T\), \(\text{cap}(t, t') = \sum_{(u,t) \in E} \text{cap}(u, t)\)
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Lemma
The \((S, T)\)-flow network \(G\) has a flow \(f\) of value \(a\) if and only if the \((s', t')\)-flow network \(G'\) has a flow \(f'\) of value \(a\).

Lemma
Given an \((S, T)\)-flow network \(G\) and a flow \(f\), if the cut \((A, B)\) induced by \(f'\) in \(G'\) is an \((s', t')\)-cut, then \((A, B)\) is an \((S, T)\)-cut in \(G\) with the same capacity.

Proof.
If not, some \(t \in T\) is reachable from \(s'\) in \(G'\). Let \(e' = (t, t')\)

- Then \(f'(e') = f^{\text{in}}(t) < \sum_{e \text{ into } t} \text{cap}(e) = \text{cap}(e')\)
- So \(t'\) is reachable from \(s'\), so \((A, B)\) isn’t an \((s', t')\)-cut
- So no \(t \in T\) is reachable from \(s'\), making \((A, B)\) an \((S, T)\)-cut in \(G\).
Theorem
Running Ford-Fulkerson on the \((s', t')\)-flow network \(G'\) will produce a maximum flow, minimum-cut pair which corresponds to a maximum-flow, minimum-cut pair for the \((S, T)\)-flow network \(G\) with the same flow value and cut capacity.