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Age of abundant digitized texts

= EheNew ork Times

y ourt Nowinee  TUIMP SEETES
L E s x/ Docks Queries 45 | TESNE
F: > SPRLSINTO VIEW

The First Lady {¥ “L Follow
FLOTUS

Happy birthday to the one and only, Queen
<1 Thank you for being a role model for
young girls around the world, @Beyonce.

-mo GE 2019 third quarter performance
RETWEETS  FAVORITES T Y- P LI Financial results & Company highlights
10,496 2 o October 30, 2019
o7 Al 6 MFsxsxsx Y @ ok iod
o V) ago f M+ #8 T Android

XR AR TR ARG RIS,

@F HEBIRHENEN LR ARKRLT, M
B/RZ7T, MAXBSMRLLER, HP—NEBD
RIIRPOESH, RMRFEELSD, DG
ZOER—RIL, BEMAES,

2 Repost E3 Comments (el

Katie Keith Automated Event Extraction



Text data for social sciences questions
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What drives newspapers’
political slant?
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What is the nature of online
censorship in China?

King et al., American Political
Science Review, 2013
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Manual analysis is costly at scale
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Natural language processing (NLP)

S

CS 104 lingo: Table()

Katie Keith Automated Event Extraction



The Data Science Venn Diagram

Focus of today’s talk

Substantive
Expertise

Corpus-Level Evaluation for Event QA:
The IndiaPoliceEvents Corpus Covering the 2002 Gujarat Violence

Andrew Halterman*
Massachusetts Institute of Technology
ahalt@mit.edu

Sheikh Muhammad Sarwar*
University of Massachusetts Amherst
smsarwar@cs.umass.edu

Abstract

Automated event extraction in social science
applications often requires corpus-level evalu-
ations: for example, aggregating text predic-
tions across metadata and unbiased estimates
of recall. We combine corpus-level evalu-
ation requirements with a real-world, social
science setting and introduce the INDIAPO-
LICEEVENTS corpus—all 21,391 sentences
from 1,257 English-language Times of India
articles about events in the state of Gujarat
during March 2002. Our trained annotators
read and label every document for mentions
of police activity events, allowing for unbi-
ased recall evaluations. In contrast to other
datasets with structured event representations,
we gather annotations by posing natural ques-
tions, and evaluate off-the-shelf models for
three different tasks: sentence classification,
document ranking, and temporal aggregation
of target events. We present baseline results
from zero-shot BERT-based models fine-tuned
on natural language inference and passage re-
trieval tasks. Our novel corpus-level eval-
uations and annotation approach can guide
creation of similar social-science-oriented re-
sources in the future.

1 Introduction

Understanding the actions taken by political actors
is at the heart of political science research: How
do actors respond to contested elections (Daxecker
et al., 2019)? How many people attend protests
(Chenoweth and Lewis, 2013)? Which religious
groups are engaged in violence (Brathwaite and
Park, 2018)? Why do some governments try to pre-
vent anti-minority riots while others do not (Wilkin-
son, 2006)? In the absence of official records, so-
cial scientists often turn to news data to extract the
actions of actors and surrounding events. These

* Indicates joint first-authorship.

Katherine A. Keith*
University of Massachusetts Amherst
kkeith@cs.umass.edu

Brendan O’Connor
University of Massachusetts Amherst
brenocon@cs.umass.edu

A Overall goal: answer social sclence questions

about aggregates
8.3 "Over S when ke ta 0 37"
et
ot gccs

whowet
woe B II-I Ill

Semantic event classes
crafted via natural language by domain experts

KILL: D FORCE: force or violence?
ARREST: Did polce arest somecne?  FAIL TO ACT: Did palce fail to intervens?
ANY ACTION: Did polica do amthing?

c. Human annotations e Sy Doowet

GoktSuurcued Lo o Linet o
and model predictions for B
used to construct A E # Q
1. |Mots stackod e cty of T NONE anvacmon iy
Crpen 9| Aot ronce  X)

[Posion ware cevsnrt bt i nct

2
e

ANY ACTION ()
FORCE  1X) FALIV)
AL A

Figure 1: Motivation (A-B) and procedures (B-C) for
this paper: A. Social scientists often use text data to an-
swer substantive questions about temporal aggregates.
B. To answer these questions, domain experts use natu-
ral language to define ic event classes of interest.
C. Our INDIAPOLICEEVENTS dataset: Humans anno-
tate every sentence in the corpus in order to evaluate
whether a system achieves full recall of relevant events.
In production, computational models run B’s queries
to classify or rank sentences or documents, which are
aggregated to answer A.

news-based event datasets are often constructed
by hand, requiring large investments of time and
money and limiting the number of researchers who
can undertake data collection efforts.

Automated extraction of political events and ac-
tors is already prominent in social science (Schrodt
et al., 1994; King and Lowe, 2003; Hanna, 2014;
Hammond and Weidmann, 2014; Boschee et al.,
2015; Beieler et al., 2016; Osorio and Reyes, 2017)
and is increasingly promising given recent gains in
information extraction (IE), the automatic conver-
sion of unstructured text to structured datasets (Gr-
ishman, 1997; McCallum, 2005; Grishman, 2019).
While social scientists and IE researchers have over-
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e Will mention violence and death but
nothing graphic.

e [eel free to discretely leave the room at
any time, for any reason.

¢ Much more context and nuance
surrounding the social issues than I'll
cover in today’s lecture. Feel free to
come chat!

Katie Keith Automated Event Extraction



Andy Halterman
Political Science

Q: Does variation in party
control affect whether state
actors (e.g. police) fail to

iIntervene during communal
violence?

Challenges
e No official records.
e Only news articles
e Reading documents
manually is costly.

Many events of interest:
failure to act, killing,
other violence

Use NLP to automate
extracting events

Katie Keith

Case Study: Violence
in Gujarat, India 2002

Train fire kills Hindu Pilgrims, Feb. 27, 2002
Photo Credit: New York Times
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Counterdata is the grassroots collection
of missing datasets

Structured datasets
necessary for further data-

driven analysis and policy
proposals
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Events

\Who did what to whom?

Police killed [PERSON].
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Even simple event types present challenges

Police killed PERSON.

Police officers spotted the butt of a handgun in Alton
Sterling’s front pocket and saw him reach for the weapon
before opening fire, according to a Baton Rouge Police
Department search warrant filed Monday that offers the
first police account of the events leading up to his fatal

shooting.

Keith et al. Identifying civilians killed by police with distantly supervised entity-event extraction. EMNLPE, 2017.
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https://arxiv.org/pdf/1707.07086.pdf

Even simple event types present challenges

Police killed PERSON.

long-range dependencies

Police officers spotted the butt of a handgun in Alton
Sterling’s front pocket and saw him reach for the weapon
before opening fire, according to a Baton Rouge Police
Department search warrant filed Monday that offers the
first police account of the events leading up to his fatal

shooting.
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Even simple event types present challenges

Police killed PERSON.

long-range dependencies

Police officers spotted the butt of a handgun in Alton
Sterling’s front pocket and saw him reach for the weapon
before opening fire, according to a Baton Rouge Police
Department search warrant filed Monday that offers the
first police account of the events leading up to his fatal

shooting.

coreference
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Even simple event types present challenges

Police killed PERSON.

long-range dependencies

Police officers spotted the butt of a handgun in Alton
Sterling’s front pocket and saw him reach for the weapon
before opening fire, according to a Baton Rouge Police
Department search warrant filed Monday that offers the
first police account of the events leading up to his fatal
shooting.

event

coreference
coreference
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Events

\Who did what to whom?

Hovy et al. Abend and Rapport.

. Workshop
on EVENTS, 2013. .ACL, 2017.

In the social sciences iIn\@mputer science
Automated event
extraction has a large Schrodt et al., 1994; King and Lowe, 2003; Grishman, 1997; McCallum, 2005; Aguilar etjal.,
academic literature Hanna, 2014; Hammond and Weidmann, 2014;  2014; Hovy et al., 2013; Levy et al., 2017; Abend
Boschee et al., 2015; Beieler et al., 2016; Osorio and Rappoport, 2017; Grishman, 2019; Liu et al.,
and Reyes, 2017 2020; Du and Cardie, 2020
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Events

\Who did what to whom?

Police killed [PERSON].
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Deterministic Keyword Matching

Input: sentences

PERSON was fatally shot Officers reported PERSON
by police. was Killed in a car accident.

N\ /

Method: Agents Event triggers
officers, police, cops,

Kill, killing,
shoot, shooting,
murder, homicide ...

/ \ Issue: many

false positives
(low precision)

Keyword matching troopers, deputy, ...

Output: Classification
Yes
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Approaches to Automated Event Extraction

Deterministic
pattern matching

Methods Keywords  Rules over syntactic
dependency parses

—e—eo — 0 —0—

Hard code

. Generalization
domain knowledge

Mitchell. The Need for Biases in Learning Generalizations. 1980.
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Deterministic Syntax Matching

Input: automatically infer dependency parse trees over sentences

nsubj:pass punct punct
/ aux:pass obl ‘ haalls oy obl XI
advmod case ) nsubj:pass . case nmod
NN]  [VBD] VBN [IN \El 0 g @T/ e weor e Ny om0\
— — —_— A — —_——— —_——— —~ —_——

RB
A ——— — N — AN —_——

PEE§ON was fataIIy ShOt by police Police reported that they were involved in the Kkilling of PERSON .

N\ /

Method: Rules over dependency paths

Kill, killing, officers, police,
shoot, shooting, cops, troopers,
murder, homicide ...

/ Issue: Difficult for
o a domain expert to
Output: Classification Yes N list all possible

rules (low recall)

Chen and Manning, EMNLP, 2014; Nivre et al. LREC, 2016; Keith et. al, NAACL, 2018
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Approaches to Automated Event Extraction

Use statistics to
learn from

Deterministic examples
pattern matching

Supervised
Keywords Rules over syntactic machine
dependency parses learning
Hard code Generalization

domain knowledge

Mitchell. The Need for Biases in Learning Generalizations. 1980.
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Supervised Machine Learning

1. Gather training data Police killed PERSON.
x 10,000+ l
2. Humans label training data Yes/No
3. Train model: statistical pattern .; T Jf
matching between inputs and labels ..‘a.‘.
L PERSON died in a
4. Inference: (generalization) apply police homicide
trained model on unseen inputs = |
Yes
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Questions?
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Machine Learning (Al) Hype
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Humans and machines were given an image of a novel

character (represented atop each grid) and then asked to
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Aside: What's behind these hyped models?
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Goal: Turn words into numbers

Word Similarity: Nature, Science, Religion, Art
0.040 nature

word

0.035 - ® an
’ nature

@ religion
0.030+ science
0.025 -

Ience

0.020 -
0.015+ @religion
0.010-

Old way:
One per -
word type

=0.040 .art

~0.045

-0.050

T T T T T T T T T T T 1
~0.0420 ~0.0410 -0.0400 ~0.0390 ~0.0380 -0.0370 -0.0360
X

Slide credit: Maria Antoniak
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Goal: Turn words into numbers

New way: One
per instance of a
word in context

Linguistics: context

matters a lot for
meaning

Katie Keith

Word Similarity: Nature, Science, Religion, Art

0.06 - word

® an
¢ nature
T @ religion
| sclence

0.05 -

0.04 -
| \ <

0.03 i 2 —

0.02 -

0.01-

=0.01

T T 1
-0.034 -0.032

Slide credit: Maria Antoniak
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Goal: Turn words into numbers

New Way: One the nature of philosophie
per instance ()f a against nature can persuade
word in context imparting science, or celestial truth

what lessons science waits to teach

what he callsreligion e is a mixt religion

when art was sacred

Word senses (noun

_ made rhyme an art
versus verb) will

cluster together

thou art to me a fly

art thou not prone

Slide credit: Maria Antoniak
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Goal: Turn words into numbers.
How? “Language modeling”

Term has specific

meaning in NLP.
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You've probably seen language modeling before!

© limeetyou at the © » GO gle

airport

{=

what is the |

what is the weather

what is the meaning of life
what is the dark web

what is the xfl

what is the doomsday clock
what is the weather today
what is the keto diet

what is the american dream
what is the speed of light
what is the bill of rights

Google Search I'm Feeling Lucky

Slide credit: Mohit lyyer
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Goal: Turn words into numbers.
How? “Language modeling”

books
laptops

Predict probabilities
over each word in the

vocabulary
43 A Z(;O
(e00000000000)]
Model T
(0000 0000 0000 0000]
th tudent d thei
Input: Context words Cle S ”C;” s Opg;e C::r

Figure credit: Mohit lyyer
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Loss Function: Masked Language Modeling (MLM)

e Randomly mask out
words

® Model predicts masked
words given context

® Check if the model is
correct and update

Advantage: Don’t need humans to create training data! Just gather
all text data lying around on the internet...

Figure credit: Prakhar Mishra, blog
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https://towardsdatascience.com/understanding-masked-language-models-mlm-and-causal-language-models-clm-in-nlp-194c15f56a5

In reality... the models are really complicated...
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p(zebral...)

(=N
(e)e)

v g € W h U

X dxjv] 3dx1l  dyx3d  dyx1 [V[xdy y

VX3 IV|x1

input layer embedding hidden output layer
one-hot layer layer softmax

vectors

Figure credit: Jurafsky and Martin
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In reality... the models are really complicated and big...

1000

Linear GPT-3 (175B)
regression: two

t ( | 100 b ’ Megatron-Turing NLG (530B)
parameters (slope p

and intercept)

Megatron-LM (8.3B)

Model Size (in billions of parameters)

10
1
BERT-Large (340M)
0.1
\\
LELMo (94M)
0.01
2018 2019 2020 2021 2022

Figure credit: Hugging Face
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After pre-training, models applied to new tasks

NLP Task: Community has

collectively agreed upon a

task definition, inputs and

outputs and has collected
labeled data

Large language
model (LLM)
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NLP Task: Natural Language Inference

Sentence1:
A soccer game with
multiple males

playing.

Sentence 2: Some
men are playing a
sport.

Bowman et al. ACL, 2015
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NLP Task: Natural Language Inference

Sentence1:
A soccer game with
multiple males

playing.

£

Humans label examples

0 Entailment Sentence 2: The

Neutra chicken crossed the
Q Contradiction road.

Bowman et al. ACL, 2015

Katie Keith
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NLP Task: Natural Language Inference

Sentence1:
A soccer game with
multiple males

playing.

Sentence 2:
The men did not play
soccer.

Train model on tens of
thousands of examples

Bowman et al. ACL, 2015
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Zero-Shot Transfer Learning

1. Pre-train large-scale language model
2. Fine-tune on a task with labeled data
3. Apply trained model zero-shot to our dataset

Katie Keith Automated Event Extraction



Apply trained model zero-shot to our dataset

e Police killed eneriond  Yesterday, 97 died in
someone. LR police firing.

Trained model
predicts

O Entailment
Neutra

Q Contradiction
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Apply trained model zero-shot to our dataset

e Police killed Sentence from Police reported
someone. our dataset deaths in the area.

Trained model
predicts

O Entailment
Neutrs

» 9 Contradiction

Katie Keith Automated Event Extraction



Approaches to Automated Event Extraction

L Machine
Deterministic .
. learning
pattern matching
Supervised Zero-shot
Keywords Rules over syntactic machine transfer
dependency parses learning learning
Hard code Generalization

domain knowledge

Mitchell. The Need for Biases in Learning Generalizations. 1980.
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Questions?
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What was our original problem again?
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Andy Halterman
Political Science

Q: Does variation in party
control affect whether state
actors (e.g. police) fail to

iIntervene during communal
violence?

Challenges
e No official records.
e Only news articles
e Reading documents
manually is costly.

Many events of interest:
failure to act, killing,
other violence

Use NLP to automate
extracting events

Katie Keith

Case Study: Violence
in Gujarat, India 2002

Train fire kills Hindu Pilgrims, Feb. 27, 2002
Photo Credit: New York Times
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with event
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Media bias outside the
scope of this talk
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Novel dataset created for empirical evaluation

Annotation interface

--------------- SO T B2 ovvu;lluu[_
Tines e ofﬂn’m (@22}
Blll'l‘ll 0F L‘”l \ S l‘“l&l&l)()'l .
- ”‘T“\’Eww,,}'éé‘* 10 v v 0 g, B Qn Sunday, a mob gathered carrying swords, t.lockey
) 0y Nl Gl For i | o | Crovs n Fesive owd sticks and other weapons. In response, the police
s gl e i rushed to the spot to quell the violence and arrested
'RE : 5| ~  PROSPER" . . .
I Asbly Members Take | 5 St s ten people. Two people died due to police firing
ol et T il e e and another three were injured from the
D] g7 T : : :
"R BT %‘:".72:'0-‘.‘.1*5‘-2:9.-' GREETS PAKISTAN ety
R shooting. An officer was detained due to unethical
=& : R i conduct.
Did police kill someone? 1
® T[mes Of Ind[a L] Did police arrest someone?
H 1 bh
® F|Iter tO MarCh 2002 and AyOdha OR [ ] Did police fail to act or not intervene?
(13 H 7
G UJarat Did police use other force or violence?

® Results in 1,257 articles, 21,391 sentences
e Every sentence annotated with 2 annotators
+ adjudication round

Did police say or do something else (not included above)?

Dataset publicly available

https://github.com/slanglab/IndiaPoliceEvents
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Evaluation highlights

FAIL
Gold Standard Annotations
15
- | [T
Humans
Sentence Keyword Matching
15
g 10 :
8 5 correlation = 0.42
0 - _— e—= _—
RoBERTa MNLI
15
12 II correlation = 0.6
Zero-shot language Mar 04 Mar 11 Mar 18 Mar 25 Apr 01

model date

Takeaway: Hype
doesn’t quite hold

up! More work to
do!
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Evaluation highlights

1.00
A
0.75 A
Temporal ®
aggregates: A
correlation between i N
human gold-
standard and model 0.25
0.00
0.00 0.25 0.50 0.75 1.00

Encouraging results:
Focusing on sentence-level Sentence-level model F1i
models will probably help
with the social-science
goals.

Event Class

® KiLL

ARREST
FAIL
FORCE

ANY ACTION

Model

@® Keyword-Sent

A ROBERTA+MNLI

Zero-shot
language model
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Manual error analysis

“[...] scores of people have been
J====! ST killed in rural Gujarat due to police
[ failure to intervene...”

* Negative instances of “Police said that two persons had
police killing events been killed [...]”

® Model assigns with high
probability to the positive
class e More examples with this
specific linguistic phenomena
e Hybrid systems
¢ Human-in-the-loop

Paths forward?
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Please read our paper for more details!
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Abstract

Automated event extraction in social science
applications often requires corpus-level evalu-
ations: for example, aggregating text predic-
tions across metadata and unbiased estimates
of recall. We combine corpus-level evalu-
ation requirements with a real-world, social
science setting and introduce the INDIAPO-
LICEEVENTS corpus—all 21,391 sentences
from 1,257 English-language Times of India
articles about events in the state of Gujarat
during March 2002. Our trained annotators
read and label every document for mentions
of police activity events, allowing for unbi-
ased recall evaluations. In contrast to other
datasets with structured event representations,
we gather annotations by posing natural ques-
tions, and evaluate off-the-shelf models for
three different tasks: sentence classification,
document ranking, and temporal aggregation
of target events. We present baseline results
from zero-shot BERT-based models fine-tuned
on natural language inference and passage re-
trieval tasks. Our novel corpus-level eval-
uations and annotation approach can guide
creation of similar social-science-oriented re-
sources in the future.

1 Introduction

Understanding the actions taken by political actors
is at the heart of political science research: How
do actors respond to contested elections (Daxecker
et al., 2019)? How many people attend protests
(Chenoweth and Lewis, 2013)? Which religious
groups are engaged in violence (Brathwaite and
Park, 2018)? Why do some governments try to pre-
vent anti-minority riots while others do not (Wilkin-
son, 2006)? In the absence of official records, so-
cial scientists often turn to news data to extract the
actions of actors and surrounding events. These
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A Overall goal: answer social sclence questions
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Semantic event classes
crafted via natural language by domain experts

KILL: D FORCE: force or violence?
ARREST: Did polce arest somecne?  FAIL TO ACT: Did palce fail to intervens?
ANY ACTION: Did polica do amthing?
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Figure 1: Motivation (A-B) and procedures (B-C) for
this paper: A. Social scientists often use text data to an-
swer substantive questions about temporal aggregates.
B. To answer these questions, domain experts use natu-
ral language to define ic event classes of interest.
C. Our INDIAPOLICEEVENTS dataset: Humans anno-
tate every sentence in the corpus in order to evaluate
whether a system achieves full recall of relevant events.
In production, computational models run B’s queries
to classify or rank sentences or documents, which are
aggregated to answer A.

news-based event datasets are often constructed
by hand, requiring large investments of time and
money and limiting the number of researchers who
can undertake data collection efforts.

Automated extraction of political events and ac-
tors is already prominent in social science (Schrodt
et al., 1994; King and Lowe, 2003; Hanna, 2014;
Hammond and Weidmann, 2014; Boschee et al.,
2015; Beieler et al., 2016; Osorio and Reyes, 2017)
and is increasingly promising given recent gains in
information extraction (IE), the automatic conver-
sion of unstructured text to structured datasets (Gr-
ishman, 1997; McCallum, 2005; Grishman, 2019).
While social scientists and IE researchers have over-
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