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The Gray Code is cyclic if the last 
and first strings differ in one bit.
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The sequence of complemented bits in the 
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the two copies. 

n = 2

n = 3



The binary reflected Gray codes has thousands of applications.

Applications
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There are n objects

Can the objects be partitioned 
into two equal weight subsets?

Object i has weight(i)

Exhaustive computation: 

O(1)-time with Gray code

FLIGHT OF THE CONCHORDSA
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Partition Problem
NP-Complete decision problem:
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6. Fashion is Danger 
7. Carol Brown 
8. Sugalumps

2:09 
2:38 
2:20 
3:26 
2:11

1. Bowie 3:15
2. Robots 3:43

4:053. Business Time

There are 2n partitions

Total is O(2n)-time instead of  
O(n·2n)-time for naive algorithm. 
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Volume Which volume is selected?
•Encode each position with a binary string

•Sensor behind the lever
•A unique n-bit string per volume level
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What happens between positions?
•Non-issue if there is one ambiguous bit
•Problem if there are multiple ambiguous bits

Problem is solved by using a Gray code
•Requires ranking/unranking

Gray code
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U.S. Patent on Pulse Communication

Frank Gray at Bell Labs circa 1950

The term "Gray code" comes from this type of application. 
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Gray code pattern 
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graycodes.com












































